STAT 300 Intermediate Statistics for Applications ©Shihao Tong All Right Resvered

Before start, we recall some previous knowledges and clarify some important assumptions. Two sample T test
assumptions are

e Both population involved are continuous and following normal distribution with equal variance.

o Samples are independents (if dependent there is paired t-test).

e SRS must be applied to obtain all samples.

As a non parametric method, there is no assumption, or any presumption about the parameter (i.e the shape
that the distribution relays on). Yohe#l £ A AR P, RANVBRBIEA 11 = po, BmAEAA LKA
BN AR AR TP, AR R L

Ho : Two population are equal.

This is often interpreted as tow population are equal in terms of their central tendency. 3 &%t distribution
free 5+ R =, H A E V KRAVEE samples 4.4.d,

1. Simplest Sign test

The sign test base on the test of Median. We want to test whether 6y is the true parameter in order to
find the location of the population distribution.

Let 6 = 6y (where 0 is a parameter and 6y is a particular value) and let {x1,xo, ..., z,} be the samples we
get. Then with 6y given, we compute the series of §y — z; and record the number of '+’ sign indicted by
t. We use t as the test statistics. Our null hypothesis is

Ho : The median of X is 6

and the alternative can be in three form similar to the parametric test. Also, the test statistics is whether
0o — x; or the other way around depends maybe on the form of alternative.

So under the null we can expect the test stat ¢ follows

) 1
t ~ Bin(n, 5)

Or when n is large (large sample size), it if feasible to use normal distribution to approx. the binomial
(since Bin. is the sum of n independent Bernoulli r.v and then by CLT) which is

_t—n/2

n

4

T

~ N(0,1)

EE, deREALRER n T 15 8945, F 24K continuous correction PRE B3R T 85Fmk 1/2,

The sign test can be extended to a paired test analogous to the two sample t test. May make up

2. Wilcoxon Rank sum Test (Two sample)

The Wilconxon rank sum test is for two sample and intended to for testing difference in location in the
corresponding distributions.

Say we have {z1,....,x, } samples from Fx and {y1, ..., Ym} from Fy. Our null hypothesis is
Ho . Fy = FX

It is usually used for testing slippage, which means #& 5% 40 F, R AA constant phase shift, Thus we
want to test whether = 0 in Fy (z) = Fx(x — 0) so the hypothesis can be changed to
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Ho: 6=0& Hyo:0>/</=0

The test statistics we use is .
Wx = > RS
i=1

where R is the rank of the ith sample in the sample set and W is simply the summation or ranks. Also
we can define Wy analogously. Notice that if finally we reject the null (6 = 0), then we say X and Y has
different distribution. This ’difference’ is based on the location, since we assume the shape of distribution
to be the same.

We have mainly 3 ways to find the distribution of test statistics.
« Enumerate the possibilities of W. % % rank F=49 7 46 & E#LAA, For example, we have ("7™)
ways of ordering for X and Y and equally likely under the null.
o Table of critical values. Not sure
e Normal approximation. If m and n are reasonably large, then under null we approximately have

1 1
Wx ~ /\/’(En(n +m+1), Emn(m +n+1))

proof needed, may still CLT.
If there are ties (same ranked values), use there original average rank (i.e 1,2,3,4,4, then use (4 + 5) /2

= 4.5). Notice, as in most other nonparametric test, it is not often possible to construct a test with a
specific exact significance level, since the test statistics is discrete.

EE, EHAE, BIETLHE, RTHARAGAHERES, TRAZIBHREGREHESF, o
{1,2,3,4,4,6,7} &4 {1,2,3,4.5,4.5,6,7}, BRI T test RHAA HaE AL KA, AHEFIEY
{4 R —#,

3. The Singed Rank Test

The singed rank test is the counterpart of matched pair t test in non-parametric test dependent?. Assume
we have n math pairs{(z1,41), ..., (zn, yn)}. Under the null hypothesis, we assume the with-in pair differ-

ence is symmetric about zero (i.e y; — ;). The test statistics is constructed as follow:

e Compute the difference for each pair: y; — z;. If any zero, get rid of it and reduce n by 1.

o Take absolute vale and rank it: |y;—x;|. From lowest 1 to the highest . If any ties, assign the average
rank as before.

e Sum all ranks by the rule: Let T; be the rank of ith difference, then

. 0, ifyi—$i<0
 \rank of |y; — x|, ify; —a; >0

Under the null, the difference as a random variable has 1/2 chance to be negative or to be positive, where
all T; can be thought as a r.v following the Bernoulli distribution. So if the null is true we can expect
there are half positive sign in our sample. The distribution of 77 is approximate normal, if n is large
enough, with parameter

nn+1) n(2n+1)(n+1)

4 7 24 )

If the sample size we have is not large enough, (maybe) the only way we can do this is by enumerating
all the possibility and take the ratio (i.e # of cases that have the same result over total # of cases).

Example: —/~% T dependent paired test #3%]F, B 2iE R F A Bkt B b A E69WE
TRMEAKE S, NANBLTRE n 5%, LM ERTNRK, XHF B2 paired B985, B AL
WMERG A HrR, LR A IR FH,

T+NN(
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Remark 1. The singed rank test taking into account not only the sign of difference but also their magnitude
(by ranking). Also the singed rank test is good in terms of having high power.
4. Kruskal-Wallis test

Used to deal with samples from three or more population. Or another important application is that data
(samples) are responses from a single-factor experiment. fl4efe—F 4 A n 40, HE—FRR T X
HF, ®KERAR—AF KRR EASHBATIVE,

So we may test the viability of a null in the form
Ho : The data in each group are from identical distribution
and the alternative
H, : The data in each group are not all from identical distribtion

similar to ANOVA. The flaw of ANOVA is that each population must be normally distributed with same
variance, while in non-parmatric test it is relaxed. We define the test statistics as

- 12 Z?:l n7(Rl - R)2

i n(n+1)

where ¢ is the # of groups and all ties are handled as in rank sum test. H follows a Chi-sugare distribution
Xo_1, since it is the sum of g standard normal distributed r.v.. The test is always one-tail . %oR 414
H X, HAZAEGHFARAE TRAREREGERS A, BHAWRE RO RFGSHEK, NHL
IR ELZ A KR8 2R, H AXNWAME T H,,

5. Permutation test

The permutation test is very simple. The test statistics is simply the # of combinations that are exactly
the same as the sample we get. The p-value can be find by the ratio of # of cases that at least as
inconsistent with the null over the total # of cases. may make up later.

6. Goodness of Fit Test

Notice starting form here, the tests become parametric. The test statistics often used here is the Chi-
square test. It can be different in terms of degree of fredom in simple chi-square test and contingency
table.

In essence the Chi-square test is trying to depict the difference of the expected value and the observed
value. Often the expected value comes from either the observed or theoretical null hypothesis.

In all the following test that involves using the chi-square distribution, the degree of freedom is determined
as follows. The general formula is
df =k—1—-p

We denote k as the total number of target object (i.e # of cells in a contingency table), p as the #
of parameter that we need for generating the expectation of all the target object. So starting with no
loss of degree of freedom which is k£ in total, this means we can tweak any all the value freely. Then
we take into consideration the null hypothesis as a constraint. The null hypothesis usually based on
either a theoretical statement (i.e the Heredity law) or a general statement as ’independent’. For the
theoretical one the number of parameter is usually specific since we usually know the # parameter we
need to generate the expectation (i.e in binomial, once we know n and p the whole distribution is thus
determined, the # of parameter is 2 and p = 2-1 = 1), while for the latter one, we can only estimate the
expectation based on over expectation: By assuming independency, the probability of being at one of the
cell is the product of one of the row and column variable.
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(a)

Simple Chi-square test

In the simplest case, we have only one category (i.e performed in a table is like one row). So the test

statistics is in form of
2

k
Z (0i —€i) o2
e Xk—1

i=1
we reject the null if the sum is too large and notice the chi-square test is alway on tail. Some notice
for the test: @ The expected value should not be too small. It should be at least 3 @ k — 1 is the

# of free parameter, usually the # of cells - 1 @ Sometimes we can combine several cells although
it may cause the lose of power.

Contingency tables

Most commonly use of Chi-square test. Data are cross-classified by two categorical variables (it can
be classified by more). Chi-square test is used to detect whether there is any association (dependency)
between categories. Assume we have a r row and ¢ column table. The total counts is n which is

known. so
T C
d.D oi=n

i=1 j=1
The our null hypothesis is
Ho : pij = Di-D-j

X(r 1)(c— 1) ZZ Ozj_npzp])

then the test statistics is

np;.p.;
1=15=1
WT AREAENSETENME, PFIAKRMNALMNKE (KitE) RMETHEEREK, B
0;.0.4

€ij = np;.p.j =
The degree of freedom is from

re—=1—-(r—14c—1)=(r—-1)(c—-1)
Tests for Homogeneity

Fisher’s Exact test: 2 x 2 table

Akin to the permutation test. Find out the # of ways that the table can be as extreme as the
observed one. Fix all the four marginal total. The p-value is exact as the name of the text indicate.
The null hypothesis is

Ho : The relative proportions of one variable are independent of the second variable

In other words, the probability of getting r.v 1 is the same as the probability of getting r.v 2. So the
test statistics under Hy is
(o) (r,55,1)
t = 011/ \R1—o011

()
Ri
treat each observation as unique. It can be observed that t is actually the hypergeom. random vari-

able. So for the p-value, sum up the probability of cases that are at least as possible as the observed
case. We can think of the FET as a non-paramatic test, so no need to care about one or two sided.

Some remark@We can also use the chi-square goodness of fit test, but it can perform poorly due to

the small expected counts (less than 3). So in such case the FET is more preferable. @ For small
overall sample size n, chi-square test perform poorly in terms of sig. level and power,
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(e) Normal density ploting

Used to test whether the samples are extracting from a normal population. First we get n samples
{1,229, ..., 2, } and assume they are i.i.d r.v. with mean g and sd o. Then rank them from smallest
to the biggest which is {33(1), T(2)5 s x(n)}. We know if the samples are from normal population then
it must satisfy

Y = £ Normal(0,1)

o
doing some algebra we get
L) = Y@ T H

which is a linear relation. make up

7. ANOVA: a more formal approach
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Questions

1. Course note exercises 4: when use negative rank sum?
2. WW2 Q1: why for p value the alternative is "less” not grater?

3. For homoe. test: What does homogeneous population means?
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